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A B S T R A C T

Nowadays, the use of mobile devices has become ubiquitous, allowing users to access and share
information in almost real-time through various social media platforms. This has provided an
edge in emergency communication and disaster handling. Mobile emergency apps have emerged
as key technologies in emergency communication. Mining the content of users’ reviews of
mobile emergency apps has the potential to learn about users’ behavior and uncover unforeseen
events in the emergency management process. This paper focused on emergency apps present
in Nordic countries (Finland, Sweden, and Norway). User feedback was collected for every
app from the Google/Apple store, and appropriate text mining techniques were employed
to mine the discussion content for a given emergency communication ontology. Next, we
investigated the contexts that generate either positive or negative sentiment, highlighting the
main factors that impact user behavior most by leveraging the Empath Categorization technique.
Finally, we constructed a word association by considering different ontological vocabularies
related to mobile applications and emergency response and management systems. The study’s
findings can help develop early warning systems that trigger alarms whenever a critical
event requiring special attention is identified. It also paves the way for developing a more
tailored communication strategy that considers the identified community behavior concerning
emergency apps.

1. Introduction

Information and Communication Technology, also known as ICT, plays a vital role in the development of our current society.
Humans are leveraging ICT tools to solve various problems across different domains, such as business transactions, industrial
operations, security and privacy, aid assistance, and all the major aspects of our daily lives [1]. The rapid growth in the use of
computers, the Internet, and mobile applications, among other technologies, is the result of rapid development in ICT. Social media
and Web 2.0 are two major aspects of ICT that have had a huge impact on our society. Users are leveraging these technologies
to gather information on various activities, such as entertainment, recent market trends, climate forecasts, and disaster awareness.
These technological advancements also contributed to emergency communications by broadcasting real-time information to a mass
audience through social media channels. In essence, the primary factors in emergency communication are information sharing and
location gathering, which directly provide an effective and a timely response to both citizens and relevant authorities [2]. These
two factors are well accommodated in current mobile emergency applications, establishing a direct link between individuals and
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Fig. 1. Mobile emergency applications are considered for our study. (a) 112 Suomi (b) Emergency plus (c) SOS alarm (d) Krisinformation.se (e) Hjelp 113.

emergency service providers [3]. This builds a bridge between individuals and governmental agencies by creating a bidirectional
flow of information that acts as a public warning notification system that tracks emergency events.

Communication between users and emergency service providers during an emergency has always been a challenge. Indeed,
information interoperability is a noted problem in emergency communication literature [4]. During an emergency, events quickly
arise and evolve, requiring emergency communication networks to function at a high level of performance, flexibility, security,
and interoperability,among other capabilities [5]. A significant challenge in emergency communication is to provide accurate and
relevant information regarding the identification of emergency events and their locations. In some cases, the victims might not be
in a state to speak to the emergency service providers to notify them of the incident, which can result in mishandling sensitive
information (e.g., the user’s disability or unrecognized locations). For this purpose, mobile emergency applications can provide
useful insights to fill in this gap. Unlike SOS, calls where the user needs to make a call and communicate all the required details
about incident intensity, location, time, etc., to emergency service providers, these mobile emergency apps reduce the effort of the
user by automatically transferring most of this information through the mobile app itself through a dedicated mobile device. At the
same time, users can also get updates about disaster evolution, emergency service activities, and other relevant announcements and
notifications. Alert messages are automatically broadcast at high priority and with a wider dissemination rate. For instance, in the
2007 Southern California Wildfires, more than 500,000 acres of land suffered fires, 1500 homes were damaged, and 85 individuals
were injured [6]. People in the impacted area were unable to get important information from the media and turned to mobile and
social media to stay updated. They used various social media applications on their phones to contact family and friends , using
available information portals and websites to learn about road closures and the condition of fire lines [7].

The European Emergency Number Association (EENA) promoted the use of mobile devices as a means of communication during
emergencies, where an estimated 70% of emergency calls to emergency number 112 (in Europe) came from mobile devices [8].
Besides, EENA stressed the need for regulated mobile applications that are accessible across the European Union [3].

The main aim of this study is to devise an approach that uncovers emergency-associated factors, often referred to as aspect terms
by mining user reviews from emergency mobile applications in Finland, Sweden, and Norway, extracted from the Play Store and
the App Store in a way that enhances our understanding of potential contributions of these apps to emergency management and
barriers towards the widespread adoption of these mobile emergency apps. Specifically, the objectives of this study are itemized
into three parts:

1. To identify aspect terms in the user reviews that provide insights to comprehend users’ opinions on the usage of these mobile
emergency applications;

2. To mine the reasons and context behind negative user behavior as well as positive behavior; and
3. To devise an ontological vocabulary for emergency apps that best accommodates the content of users’ reviews, contributing

to future emergency systems’ development.

To achieve these goals, our study is divided into four different stages:

1. Collect review documents associated with Finnish, Norwegian, and Swedish emergency mobile applications from two different
mobile application stores (Google store and Apple store) to generate data frames, which are then pre-processed to be used
in subsequent tasks.

2. Extract aspect terms and their polarity for each review document using a state-of-the-art deep learning model.
3. Negative polarity documents, which reflect users’ concerns, as well as positive polarity documents, are further explored to

uncover potential insights that cause users’ worries and their interests using empath categorization.
4. Construct a vocabulary for emergency mobile apps where the relations between words are highlighted using word association

trees and capitalizing from existing emergency ontologies.

The results of this analysis are compiled to act as a manual to comprehend the content of the underlined emergency mobile apps
by understanding users’ perspectives and needs. In total, we have considered 5 different emergency mobile apps across 3 different
countries (112Suomi and Emergency Plus in Finland, SOS Alarm and Krisinformation.se in Sweden, and Hjelp113 in Norway) to
perform this study; see Fig. 1.

The structure of this paper is organized as follows. Section 2 provides relevant background, highlighting the importance of
mobile emergency applications during emergencies and relevant natural language processing methodological frameworks for mining
review documents. The section also elaborates on the importance of ontology design to capture different aspects of emergency
communication. Section 3 deals with the data collection step and summarizes the methodology employed to achieve this study’s
objectives. The results and discussion are reported in Section 4. Finally, we concluded our study by summarizing the key findings
and describing the future scope and limitations under Section 5.
2
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2. Background

2.1. Emergency communications

Several studies on formulating optimized communication systems for emergency handling have been conducted in the last two
ecades. A bidirectional mode of communication using mobile emergency applications has become popular in many European
ountries [9]. The Nordic countries are no exception to this trend. EENA highlights three significant means of access to emergency
ervices: voice calls, emergency SMS, and mobile emergency applications [9]. Repanovici and Nedelcu [10] studied the current
tate, barriers, and future potential of mobile emergency notification apps. Their study statistically showed the promise of mobile
pps for emergency communications. The authors used a multi-criteria analysis-based approach [11], a decision-making strategy
hat uses some performance index to rank various communication modes during emergency scenarios. Their study concluded that
obile emergency apps are the preferred means of access over voice calls and emergency SMS. Similarly, Tan et al. [12] provided
comprehensive review of mobile emergency apps by analyzing 49 crisis informatics articles focusing on mobile apps during

mergencies [12]. Their study highlighted the need for efficient and friendly use of mobile emergency apps to accommodate the
eeds of various stakeholder groups, where various categorizations of apps and users have been distinguished. According to Tan
t al. [12], presentation layout and visualization are two significant aspects that should be taken into account in the development
f any mobile emergency communication app.

The current state of mobile emergency communication apps showcases advancements in real-time information dissemination
ue to the wide adoption of smartphone technology [3]. Indeed, such apps can directly benefit from the already-equipped mobile
ocation technology using GNSS chipsets that support several satellite navigation systems (GPS, Galileo, Glonass, and more), as
ell as WiFi-based location, cell ID, and possibly other hybrid location technology. In addition, it enables the sharing of personal
ser’s information, including disability, next-of-kin, and spoken language, together with other features such as multimedia sharing
nd video calling, thus saving valuable time for rescue operations. This is especially important to deaf people who cannot make a
irect 112 call. According to the European Emergency Number Association (EENA), mobile emergency apps have great abilities to
uickly identify and characterize emergency events through mobile alert signals, providing the rescue teams with answers to the
hree basic questions: what? where? and when? [13]. Up to 2022, as part of the EENA-PEMEA project investigation, there are 28
obile emergency apps registered at EENA developed by the 13 EU states; many of them were ultimately linked to the EU-backed 112

mergency services. Nevertheless, several barriers still prevent enhancing the popularity and adoption of emergency communication
pps. First, EENA itself stressed the need for the European mobile emergency apps to be compliant with a pan-European standard and
o work across all EU countries in a standardized way. However, many EU countries developed their own mobile emergency apps at
he national level only, which reduced their usability across the EU countries, as revealed in the PEMEA project review [13]. So far,
nly a limited number of countries, including Finland, have adhered to the Pemea standard, and the European Commission reported

in 2023 that ‘‘the lack of a harmonized approach to establishing criteria for location accuracy and reliability hampers Member States’
efforts to develop adequate solutions that ensure that emergency services benefit from caller location that is useful to effectively
intervene in case of an emergency’’.1 Second, the literacy issue can be another barrier, as it requires the user’s registration, an active
profile, and being able to access and manipulate the app from their phone device. Third, the infrastructure limitations in remote
areas often hinder the accessibility of such apps, according to [14]. Fourth, while the ‘‘digital divide’’ exacerbates disparities [15],
trust deficits between authorities and the public undermine the credibility of such applications [16]. Fifth, potential usability issues
can harm users enthusiasm for the adoption of such apps. Finally, the rich panorama of the social media landscape renders the
adoption of new apps and channels a difficult task from the user’s perspective [17] due to the already increasing set of services
provided to users by various providers.

Addressing these barriers is crucial for enhancing the efficacy of emergency communication apps by ensuring widespread access
and understanding during emergencies. The field of emergency communication has experienced significant changes due to various
upgrades in communication technologies, e.g., a transition from 3G to 4G networks and from 4G to 5G; an ongoing transition from
911 in the US (resp. 112 in Europe) to enhanced EN911 (resp. Next Generation NG112 in Europe). This ultimately impacted the
way different countries tackled this transition phase, which created further difficulties in adopting a common standard. On the other
hand, social media platforms have gained momentum in users’ daily lives. Therefore, the ability to communicate with emergency
centers through social media is of paramount importance, an issue that is yet to be supported by the future NG112 system. At
present, the development of NG112 is still in its preliminary stage. The EU Commission is currently gathering individual countries’
plans for Public Safety Answering Points (PSAPs) to be able to receive, answer, and process emergency communications through
packet-switched technology. Therefore, future developments in mobile emergency communication technology should address the
aforementioned issues to ensure effective citizen participation, mutual trust, and successful coordinated actions.

2.2. Mining review documents

The need for analysis of public behavior and motivation towards the use of mobile emergency applications has already been
highlighted in several studies. One way to understand public behavior and motivation consists of mining users’ reviews of these
apps. Natural Language Processing (NLP) and text mining techniques, which include topic modeling and sentiment analysis, are

1 https://joinup.ec.europa.eu/collection/rolling-plan-ict-standardisation/
3
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well-known methodological frameworks to handle such tasks by identifying key discussion topics, variations in sentiment polarity,
and other relevant language patterns that provide insights to comprehend the user’s behavior and context. In this regard, topic
modeling is an unsupervised learning approach that unfolds a list of topics from the text, where a set of keywords represents each
topic. Latent Dirichlet allocation (LDA) [18] and its variants are commonly employed for this task. Topic modeling and sentiment
analysis were jointly integrated in Venugopalan et al.’s work [19], where an extensive comparison analysis with recent supervised
and unsupervised baseline models was carried out. Using restaurant datasets from SemEval 2014, 2015, and 2016 competitions, the
model reported an F-score of 0.81, 0.74, and 0.75, respectively [19].

2.3. Aspect-based sentiment analysis tasks

Typically, sentiment analysis enables us to only classify a review document into positive, negative, or neutral classes, without
ny insights regarding the content of the review itself. Aspect-Based Sentiment Analysis (ABSA) [20] further refines the polarity
nalysis by linking the sentiment score to each aspect term (yet to be identified), which corresponds to some relevant attribute (s)
n the content of the document (s).

Aspect term extraction (ATE) is one of the key ABSA tasks that aims to extract the aspect terms from the original text using some
nsupervised learning algorithms or high-level ontology matching. Hu and Liu [21] employed a frequency-based pattern-mining
pproach to extract aspect terms from the text by identifying the most common nouns in the sentence. To leverage the complex
elationships among various aspect terms and the inherent complexity of language inferences, deep learning and machine learning
ethods emerged as efficient tools to extract aspect terms instead of traditional frequency-based approaches. Gunathilaka et al. [22]

dopted an ABSA approach using the CNN model to use user reviews in the requirement-gathering process, helping developers better
nderstand user needs, leading to improved app development and user satisfaction. Authors in [22] proposed a CNN-based approach
hat distinguishes Aspect Category Classification and Aspect Sentiment Classification tasks. Their method achieved F1 scores of 0.62,
.42, and 0.62 for aspect category classification and an accuracy score of 0.80, 0.70, and 0.86 for aspect sentiment classification in
he productivity, game, and social networking domains, respectively [22].

Kirange et al. [23] identified aspect terms and the corresponding categories while performing fine-grained sentiment analysis of
estaurant reviews. The authors used the Support Vector Machine (SVM) model and compared the results to those of traditional KNN
lassifier. It was found that the SVM model outperformed the KNN classifier in both the Aspect Term Polarity and Aspect Category
etection tasks, with an average accuracy score of 92.02% and 85.47%, respectively. Liu [24] & Zhang and Liu [25] promoted
ntology-based reasoning. For instance, the aspect term (or category) can be (a) a part or a component of an entity (e.g., for the
ntity ‘‘laptop’’, the battery can be one of the aspect terms), (b) an attribute of the entity (e.g., for entity ‘‘laptop’’, the price can also
e another aspect term), or (c) an attribute of a part or a component of the entity (e.g., for entity ‘‘laptop’’, the battery life can be
nother aspect term) [26]. ABSA has been researched in several SemEval conference competitions. For instance, SemEval2015 Task
2 focused on identifying the opinions expressed about specific entities and their aspects on three different datasets: restaurant,
aptop, and hotel reviews [27]. It takes the whole review as input and extracts entity/aspect pairs and their polarities as output. In
emEval2016 Task 5, the study was further expanded into sentence-level ABSA.

Poria et al. [28] proposed a new rule-based framework to identify various aspects of the reviews using common sense and
entence dependency trees to differentiate direct and indirect aspects. A semantic aspect classification approach was proposed by
ukherjee et al. [29] to group various aspect terms into a set of aspect categories. Poria et al. [28] presented a seven-layered

eep CNN-based opinion-mining approach to extract aspect terms from a given sentence by initially pinning each word as either
n aspect or non-aspect. He et al. [30] suggested a word embedding method to extract the co-occurrence distribution of tokens
nd utilized an attention mechanism to imitate the importance of the irrelevant tokens, which further highlighted important aspect
erms of the sentence. Wang et al. [31] built an end-to-end solution for aspect term extraction using a deep neural network model.
ao et al. [32], emphasis on constructing a short-text aspect-based sentiment analysis method based on a convolutional neural
etwork (CNN) and a bidirectional gating recurrent unit (BiGRU). It predicts the emotional polarity using feature words and corpus
entences as the vector input [32]. The findings of the experiment demonstrate that the enhanced CNN + BiGRU model outperformed
he Convolutional Neural Network (CNN), Long-Short Term Memory (LSTM), and Convolutional Neural Network (CLSTM) models
n terms of classification accuracy by 12.12%, 8.37%, and 4.46%, respectively [32].

Hoang et al. [33] employed a pre-trained Bidirectional Encoder Representation of a Transformer (BERT) language model,
ncorporating a fine-tuning approach for an out-domain Aspect-Based Sentiment Analysis (ABSA) task. The authors specifically fine-
uned BERT for a sentence pair classification task, aiming to achieve sentiment polarity classification between the topic and aspect
ollowing data from SemEval2014 Task 4. Yang et al. [34] proposed a model that integrates BERT with a multi-head self-attention
MHSA) and local context focus (LCF) mechanism. These studies inspired us to implement a framework leveraging the state-of-the-art
ERT model to extract aspects from user reviews of mobile emergency applications. For our study, the ABSA framework developed
y Yang et al. [34] was adopted to extract aspect terms from user reviews. The results of this BERT variant model are later analyzed
o identify the factors that are to be considered while developing a mobile emergency app or planning an emergency management
ystem using mobile technology.

.4. Emergency ontologies

Ontologies serve as tools for providing semantically unified representations of concepts and relationships that can be processed
4
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Table 1
Previous ontologies related to mobile applications.

Ontology Use case Role of ontology Common objects/terms

MIDEP User interface design patterns and
ontology models for adaptive
mobile applications [44].

Facilitate the choice of design patterns based on
user characteristics and the surrounding context,
alongside dynamically adapting user interfaces
during runtime.

font size, position, interface, and
map.

COCCC Context ontology in mobile
applications [45].

Designed for Android mobile applications, to
formalize the contextual knowledge embedded
within them.

GPS, location, battery, interface,
and application.

mlO! A context ontology for mobile
environments [46].

Enables processing and utilization of the context
for configuring, discovering, executing, and
enhancing various services that may be of interest
to the user.

interface, location, network, and
coordinates.

CONON Ontology based context modeling
and reasoning using OWL [47].

Offers an overarching contextual ontology,
encompassing fundamental concepts related to
basic context, while allowing the flexibility to
incorporate domain-specific ontologies in a
hierarchical structure.

location, application, network,
latitude, and longitude.

beAWARE Ontology-based Representation of
Crisis Management Procedures for
Climate Events [36].

A more ‘‘all-around’’ compact ontology for
managing climate crises, which dramatically
simplifies decision-making and combines several
essential factors.

location and natural disaster

CROnto Ontology-Based Representation of
Crisis Response Situations [2].

An ontology-based crisis representation that gives
stakeholders in crisis response access to a single,
shared knowledge base.

disaster, exposure, asset, resource,
and impact

each piece of information to a relevant stakeholder group. Crisis management, with its various domains, e.g., healthcare, climate, and
fire, has led to the development of several noticeable ontologies; see [35] for an overview. These ontologies differ according to the
key concepts employed and the representation language used to depict the relationships among these concepts. Examples of concepts
(or classes) include individuals, organizations, resources, damage, infrastructure, topography, meteorology, etc. Similarly, examples
of relationships include causation, part-of, and disjoint-from. Representation languages include XML, RDF and OWL (Web-Ontology
Language). This study extends the above research by seeking ontologies that may involve mobile emergency apps as well. In this
regard, several other relevant ontologies have been identified. Kontopoulos et al. [36] defined beAWARE as an ontology for climate
crisis management aimed at supporting decision-makers during climatic disasters. beAWARE uses the concept of spatiotemporal
primitive relations between observed real-world objects to improve reusability and applies it to disaster forecasting and management.
A fire-related ontology termed ‘EmergencyFire’ was proposed by Bitencourt et al. [37]. It displays fire emergency response protocols
for evacuation purposes. In emergency medicine, Domain Ontology for Mass Gatherings (DO4MG) [38] aims to fill the gap in
communication between medical emergency personnel. A linked data-based ontology named Management Of Crisis Vocabulary
(MOAC) acts as a vocabulary manual for practitioners and experts to link crisis management activities [39]. Bannour et al. [2]
developed a Crisis Response Ontology, called CROnto, by integrating crisis features, crisis effects, and crisis response to provide a
complete and sharable knowledge base for the crisis response stakeholders.

Babitski et al. [40] proposed a semantic technological support system called SoKNOS, which aims to highlight the use of semantic
echnologies in developing disaster management software. Wu et al. [41] leveraged GPS data generated by mobile devices to
ropose an evacuation decision-making model during wildfires. Baytiyeh [42] showed the importance of mobile apps like WhatsApp
uring emergencies by highlighting the importance of location, and event characterization, sharing information through images and
ideos, and extending moral support to family and friends. MIDEP, COCCC, mlO!, and CONON are other examples of context-based
ntologies that discuss the design and creation of mobile applications. Othman et al. [43] analyzed 30 metamodels to identify hidden
vents during disaster management, and later created a unified metamodel to address the events involved in disaster management.
he response phase concepts highlighted by Othman et al. [43] can help us understand the factors involved in crisis management,
specially the role of various stakeholder groups and coordination action.

A summary of these ontologies and the corresponding use cases is provided in Table 1, highlighting the underlined use-cases, key
oncepts employed, and the role of the ontology. All in all, this information about existing ontologies motivates us to design a tree
ocabulary structure for mobile emergency communication. In this course, the mentioned ontologies provide a high-level description
f some concepts related to ‘‘mobile applications’’, ‘‘emergency communication’’, and ‘‘disaster management’’. This inspired us to
ormulate a semantic and contextual-based vocabulary for mobile emergency applications to understand the influential factors in
acilitating user interactions. The aspect terms extracted from the previous analysis are then used to construct a word association
ree by highlighting the classes and objects from the corpus data. The classes and the objects are identified with the help of the
5

revious ontologies related to emergency communications.
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Table 2
Mobile emergency application’s user reviews statistics before filtering.
Max. Tokens - Number of words in the longest review from the dataset
Min. Tokens - Number of words in the shortest review from the dataset.

Country Mobile emergency
application

Total number of
users who either
rated or
commented

Total number
of actual
comments

Max. tokens Min. tokens Total number
of comments
after filtering

Finland 112 Suomi 4.7k 1470 201 2 414
Emergency Plus 2.3k 973 442 1 972

Sweden SOS Alarm 3.7k 591 697 2 451
Krisinformation.se 825 229 132 1 228

Norway Hjelp 113 1.6k 536 128 2 164

3. Data description and methodology

3.1. Data collection and preparation

The data used in this study are user reviews of emergency applications in the Nordic countries. We considered 5 different
mergency applications across 3 countries (‘‘112 Suomi’’ and ‘‘Emergency Plus’’ in Finland, ‘‘Hejlp 113’’ in Norway, and ‘‘SOS
larm’’ and ‘‘Krisinformation.se’’ in Sweden). Each country has developed its own emergency application and runs it under the
egulations of its governmental body. Specifically, users’ reviews located in both the Play Store and Apple Store are retrieved using
craping libraries in Python such as Google_play_scraper and app_store_scraper. The object class of the Google Play scraper library
akes the googleId, googleLanguage, and googleCountry of the respective emergency app as inputs. On the other hand, the object
lass of the App Store scraper library takes appStoreName, appleAppId, and appleCountry as input. Both methods return complete
ata regarding the user and the user’s review. In this study, we are interested in Review ID, User Name, Review, Rating, Date of
eview, and Review Created Version.

As of February 27, 2023, we can see data regarding the number of total reviews and the total number of user comments on
hese applications in Table 2. This data is stored in a Common Separated Value format (CSV) for easy access and transformation.
n parallel, the reviews are translated into English using the GoogleTranslator method from the deep_translator python library. The
omment data is cleaned by reducing the redundancy and deleting reviews with empty or irregular comments. Also, comments whose
oken size is less than 5 are filtered out since these comments likely do not contain aspect-based information. This is motivated by
he desire to ease the manual scrutiny of the review content whenever needed. The major drawback of this data collection process
s the limitation of the Python library’s ability to scrape reviews from both the Play Store and App Store, which requires careful
anual checking and adaptation of the scrapper to ensure all reviews are reached. This study also reveals that although there are
relatively important number of reviews, only a fraction of them are exploitable. This is because users tend to either leave empty

omments or use a small number of tokens, which renders the search of aspect terms of grounded users’ comments rather unfeasible
or these reviews.

.2. High-level description of the method

To achieve the study’s objectives set in the introduction part of this paper, a high-level description of the approach is outlined
n Fig. 2. In particular, we distinguish the steps of data collection, aspect term extraction identification, aspect term sentiment
lassification, and ontology construction.

.2.1. Aspect term extraction polarity classification (ATEPC) task
ATEPC aims to extract the aspect terms and their respective polarities from emergency app review documents. Specifically, the

TEPC model takes a sentence (from the user’s review document) as input and yields a list of unique aspect terms along with their
entiment polarity. We have used the BERT language model [48] to identify the context according to its pre-trained model. To
ine-tune this model for the ATEPC task, we needed to annotate the data for training purposes. The detailed explanation of this
nnotation and the fine-tuned BERT model are discussed in the next subsection.

.2.2. Data annotation for ATEPC task
In this study, we follow the spirit of PyABSA, a modular framework to perform ABSA tasks [49]. Specifically, for the data

nnotation task, we employed DPT [34], a web-based annotation tool for aspect-based sentiment analysis (ABSA) tasks, and
onverted data into an ATE format. The data annotation for this study is carried out by two research assistants at the University
f Oulu under the supervision of a Senior Research Fellow from the University of Oulu and four other collaborators from the
IGeMERGE project. Terms that impact the semantic meaning and are related to the mobile emergency application are considered
spect terms. Their respective sentiments in the sentence are defined as polarity. Fig. 3 shows a sample of DPT-annotated data.

After annotating users’ reviews manually using the DPT tool, three files were generated: a CSV file containing the training set for
he basic sentiment analysis process, a TXT file containing the training set for the ABSA task, and a JSON file that saves all unfinished
6
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Fig. 2. High-level flowchart diagram of the study. BIO - Beginning of the aspect, Inside the aspect, and Outside the aspect. DPT - a web-based annotation tool.

Fig. 3. Web-based interface of the data annotation tool DPT.

annotations. The data in the final output file follows the BIO tagging scheme. This scheme is commonly employed to perform Aspect
Term Extraction (ATE) tasks, which are Beginning, Inside, and Outside of the aspect terms. For example, the sentence ‘Fine with
dark mode but where do you switch back to light mode?’ will be divided into tokens of words where each word (𝑤𝑖, (1 <= 𝑖 <= 𝑛),
where 𝑛 is the total number of tokens in the review sentence, here n=14), is separated with a comma in a list. It is easy to recognize
from this sentence the importance of the wordings ‘‘dark mode’’ and ‘‘light mode’’, which carry the attribute ‘‘mode’’ and its intensity
(‘‘light’’ and ‘‘dark’’). To highlight this observation, according to the BIO scheme, this sentence will be labeled as {𝑂, 𝑂, 𝐵𝑎𝑠𝑝, 𝐼𝑎𝑠𝑝,
𝑂, 𝑂, 𝑂, 𝑂, 𝑂, 𝑂, 𝑂, 𝐵𝑎𝑠𝑝, 𝐼𝑎𝑠𝑝, 𝑂}. In the latter, 𝐵 stands for the beginning of the aspect, 𝐼 stands for its Inside, 𝑂 for its Outside,
and ‘asp’ denotes the sentiment of the aspect (negative, positive, or neutral). Fig. 4 illustrates this tagging operation.

3.2.3. Fine-tuning BERT for ATEPC task
The BERT model uses the concept of the Masked Language Modeling (MLM) technique. MLM masks the tokens in a given sentence

by replacing them with a [MASK] value. Later, the model is trained to predict the [MASK] value based on the context of previous
and forthcoming values in an input vector. This enables the model to learn the context of the words in the sentence. There are
other variants of the base BERT model. This includes DeBERTa [50], where the attention weights of words are calculated using the
disentangled matrices. Disentangled matrices contain the contents and relative positions of a word in a sentence encoded into two
vectors to represent each word. This mechanism is known as the disentangled attention mechanism [50]. This makes DeBERTa v3
a state-of-the-art model to consider in our study.
7
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Fig. 4. Example of BIO tagging output of a review sentence.

Inspired by the LCF-ATEPC framework proposed by Yang et al. [34], we employed a similar architecture to extract the aspect
terms from the user reviews. Instead of the standard BASE-BERT model, we have integrated the LCF-ATEPC framework using the
more efficient DeBERTa v3 model to increase performance. The annotated data (as mentioned in Section 3.2.2), which contain both
ATE and APC labels, are fed as input to the model. This task is considered to be an unsupervised learning task since we do not know
the target labels. After training the model on the training data, the model is tasked with predicting or extracting the aspect terms
from the testing data. Later, the results are structured and saved into a CSV file, which we use in a further study.

3.2.4. Aspect terms sentiment classification
Inspired by Hoang et al. [33], a sentence pair classification architecture is adopted to classify sentiments of aspect terms

associated with user reviews. For comparison purposes, different variants of BERT models are fine-tuned to perform this task. The
architecture employed is illustrated in Fig. 5. The input array is created using a pre-trained BERT tokenizer by joining the context
and aspect terms with a [SEP] token. For example, ‘The location access is good’ and ‘location’ are context and aspect, respectively,
and the input token vector is structured as [CLS]+‘The’+‘location’+[MASK]+‘is’+‘good’+[SEP]+location+[SEP]. The BERT tokenizer
provides three different encoder pairs; namely, token_ids, attention_masks, and token_type_ids. These encoder pairs are given as input
to the model, which aims to predict the probability of each sentiment class (Positive, Negative, and Neutral). This output is achieved
by stacking a hidden layer with a dropout rate of 0.1 along with a ReLU activation function on the [CLS] token.

3.2.5. Empath categorization
Identifying the empath associated with a user’s opinion is very relevant to comprehending the user’s attitude. Indeed, this reveals

the underlying themes and motives behind users’ thoughts by breaking down evaluations into more nuanced emotional aspects. This
enables researchers to identify areas of interest and implement focused treatments or changes accordingly. It also adds value to the
analysis by supplying thorough insights into users’ views and preferences, which are essential for improving satisfaction. Therefore,
empath classification has been devised in conjunction with the sentiment analysis task.

More specifically, inspired by Arhab et al.’s study [51] on Twitter data to understand users’ car parking behavior, a data
processing pipeline has been devised. Initially, the dataset is divided into two data frames according to the aspect term sentiment
values: the Positive Aspect Sentiment Data Frame (PASDF) and the Negative Aspect Sentiment Data Frame (NASDF). Next, we
perform an Empath categorization-based methodology on these two different data frames to comprehend the content of each data
frame.

Fig. 6 illustrates the flow chart for Empath Categorization. We leveraged the Empath open-source library built by Fast et al. [52]
to perform this task. The Empath open-source library has nearly 200 default categories and allows the creation of new categories
whenever needed. Hence, we created custom empath categories relevant to our study to categorize the reviews accordingly. In
a later stage, PASDF and NASDF data are combined to undergo traditional preprocessing, such as the removal of stopwords and
redundancy. From this combined data frame, the top 20 common aspect terms from both PASDF and NASDF are considered to
investigate the Empath related to each common aspect term. The results of this analysis can be observed in Section 4.3.

3.2.6. Ontology construction
The aspect terms obtained as a result of the Aspect Term Extraction task are categorized into classes and objects to define a

relationship between these terms. A class can have multiple objects associated with it. The classes are considered by referring to
some existing ontologies mentioned in Table 1. These ontologies stated in Table 1 were selected because of their relevance to
Emergency Communication, as highlighted in the literature review section. Therefore, we initially considered that any aspect terms
generated by our model could potentially be matched to one of these class terms. To evaluate this matching, we quantified the cosine
similarity between the embedding vector [27] of the aspect term and each of the class terms, so that whenever the cosine score
is beyond some threshold 𝛾, the associated link is triggered (the aspect term will inherit the functionalities of the corresponding
Class term). See Algorithm 1 for an algorithmic description. The value of threshold 𝛾 can be set using empirical statistical tests
8
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Fig. 5. BERT-based architecture for sentence pair classification.

to ensure trivial assertions in the context of the given classes are fulfilled. Apart from structuring the cosine similarities, we have
performed some manual assignment of the object terms to certain classes by considering the context of the terms mentioned in the
user reviews. An example of this manual assignment is discussed in Section 4.4.

Algorithm 1 Ontological Vocabulary Representation
1: procedure WordTreeConstruction(‘class’, ‘object’)
2: Load cosine similarity
3: Initialize cosine similarity
4: Initialize an empty dictionary
5: Initialize an empty list for each class
6: for each class in the classes do:
7: for each object in the objects do:
8: If cosine_similarity(‘class’, ‘object’) ≥ 𝛾:
9: Append the ‘object’ into respective ‘class’ list

10: END for
11: END for
12: for each class in the classes do:
13: dictionary[‘class’] = respective class list
14: END for
15: Output the dictionary
9
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Fig. 6. A flowchart representation for empath categorization to identify the categories in both positive and negative aspect sentiment datasets.

4. Results and discussions

The results of the analysis are highlighted for each subtask, and then the overall results are discussed concerning the mobile
emergency application.

4.1. Aspect term extraction task

We used the DeBERTa v3 model to perform the aspect term extraction (ATE) task. The output contains reviews, BIO tagging
of each review, sentence tokens, aspect terms, the position of the aspect terms in the review, and their respective sentiments. The
distribution of sentiments in the reviews is shown in Fig. 7.

We can observe that the dataset is more directed towards negative polarity, which is somehow widely expected as users are more
motivated to use the emergency apps in case of unpleasant event occurrence, but also to comment on the suitability and difficulty of
use of the app itself. Later, the sentiment rate (𝑆𝑅𝑎) of each aspect is calculated to identify the top 30 aspect terms from the whole
corpus. The sentiment rate (𝑆𝑅𝑎) can be explained as the normalized weighted sum of the aspects in the dataset. The equation of
𝑆𝑅𝑎 is shown in Eq. (1).

𝑆𝑅𝑎 =
𝑞
𝑁

𝑞
∑

𝑖=1
𝑤𝑖 (1)

Where N is the total number of reviews in the dataset, 𝑞 is the total number of reviews for the ‘a’ aspect and 𝑤 ∈ −1, 0, 1 −1 for
negative, 1 for positive, and 0 for neutral sentiment.

After extracting the aspects from the reviews, we highlighted the top 30 frequently repeated aspect terms in the corpus, which
are displayed in Fig. 8. The aspect terms are app, location, battery, update, idea, emergency, GPS, address, notifications, position,
coordinates, concept, map, open, fire, information, application, use, latest update, network, GPS coordinates, current events, phone
number, events, positioning, emergencies, icon, call, security, alarm, and notification. These aspects terms can be considered while
building an emergency application and also validate the performance of the mobile emergency applications according to each
aspect.

The line plot drawn after calculating the sentiment rate of an aspect 𝑆𝑅𝑎 is shown in Fig. 9. ‘App’ aspect has created a good
impression among the user reviews with a high positive 𝑆𝑅𝑎. Whereas the ‘location’, ‘battery’, and ‘update’ aspects generate a
negative sentiment, where ‘battery’ aspect exhibits the most negative score 𝑆𝑅 . Finally, the remaining aspects have mostly shown
10
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Fig. 7. Frequency of each sentiment in the aspect term extraction task output file which contains aspect term, BIO, aspect sentiment, review, and position of
the aspect term in the review.

Fig. 8. Top 30 frequently occurred aspects from the aspect term extraction task’s output data frame and their respective frequencies sorted in descending order.

neutral polarity as a key insight from this graphical representation. To further understand the sentiment of the particular aspects,
we performed a separate analysis on positive and negative sentiment datasets, respectively.

4.2. Aspect sentiment classification task

This section describes the results obtained from the aspect-term sentiment analysis task using the different BERT variants for
comparison purposes, and later designs a pipeline to identify the main categories/topics using the Empath category technique by
estimating the weights of each of the predefined categories. The sentiment analysis model is a sentence pair classifier model, as
discussed in Section 3.2.4. The model takes context and aspect pairs as input and predicts the sentiment of the aspect term in
the given context. For comparison purposes, we have considered four different BERT models, which are BERT base, DistilBERT,
RoBERTa, and ALBERT. Then, we stacked a hidden layer on top of each model with a dropout rate of 0.1. At the end, we have
added a ReLU layer to predict the probability of labels (positive, negative, and neutral). The positive label is encoded as 1, neutral
as 0, and negative as 2. Table 3 exhibits the results from each BERT variant model.

The results indicate that the RoBERTa and ALBERT models gave better results compared to the two other variants (Base BERT
and DistilBERT). Since our dataset is small, large-batch training will make the learning process faster, which might lead to overfitting
scenarios. Roberta may not perform to its best on small datasets since there is limited data available for fine-tuning. ALBERT, on
the other hand, can leverage the limited data during the fine-tuning phase through its parameter-sharing technique while requiring
only limited computational resources. Hence, we consider the ALBERT model for our final aspect term sentiment classification task.
The classification results on the test dataset are shown in Table 4.
11
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Fig. 9. A line plot of the top 30 frequently occurred aspects from the aspect term extraction task’s output data frame and their respective sentiment rate 𝑆𝑅𝑎
scores.

Table 3
Results of different BERT variants for each label class Neutral, Positive, and Negative along with total accuracy.

Model Precision Recall f1-score Accuracy

Base-BERT
1.00 0.11 0.20
0.76 0.86 0.81 0.78
0.78 0.97 0.86

DistilBert
0.33 0.12 0.17
0.52 0.87 0.65 0.66
0.85 0.69 0.76

RoBERTa
0.79 0.68 0.73
0.76 0.95 0.85 0.84
0.92 0.83 0.87

ALBERT
0.71 0.68 0.70
0.80 0.85 0.82 0.83
0.88 0.86 0.87

Table 4
Classification report on test data from ALBERT model. Neutral class is represented as 0, Positive as 1, and
Negative as 2.

Precision Recall f1-score Support

0 0.71 0.68 0.70 59
1 0.80 0.85 0.82 101
2 0.88 0.86 0.87 175
accuracy 0.83 335
macro avg 0.80 0.80 0.80 335
weighted avg 0.83 0.83 0.83 335

4.3. Empath categorization

In this study, motivated by the scope and variety of our aspect terms, we defined 11 new categories: application, coordinates,
device_battery, emergency_services, exposure, fire_emergency, medical_emergency, miscellaneous, natural_site, network, and tech-
nology. These categories, together with the associated terms, are shown in Table 5. These categories are considered with the help
of the ontological reasoning given in Section 4.3.

Further, we considered the commonly employed feature of word frequency in both positive and negative data frames as an
indicator of posts’ contents. In this course, the frequency charts of this analysis are illustrated in Figs. 10 and 11. The top 20
common terms from both data frames are noted together with their frequency in two different datasets, as illustrated in Table 6.
Next, reviews associated with each common word are combined to undergo an empath categorization-based analysis. Finally, the
top empath categories associated with each common word, along with their respective empath scores, are summarized in Table 7.
The former displays the reviews from PASDF, and the latter shows the reviews from NASDF.
12
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Table 5
User define empath categories based on the aspect terms association.

Empath category Sample words associated with each category

application functionality, interface, new_software, format, update
coordinates latitude, GPS, address, location, position
device_battery power, battery_drain, power_consumption, batteries, energy_consumption
emergency_services evacuation_plans, service_centers, fire_alarm, fire_engines, distress_call, phone_lines
exposure notification, relevant_information, alerting, inaccurate_information, electronic_messages
fire_emergency forest_fires, nuclear_explosion, outbreaks, amazon_rain_forest, wildfires, yellowstone_national_park
medical_emergency cardiac_arrest, ambulance, nearby_hospital, heart_attack, CPR, liver_failure
miscellaneous permission, necessary, recommending, allowed, save_lives, guidelines
natural_site hiking, mountains, cross_country_skiing, waterfalls, lake_michigan, valleys
network signals, transmitter, coordinates, satellites, radio_signals, phone_signals, fiber_optic_cables
technology initiative, safeguards, security, idea, urgent_need, need, flexibility

Table 6
Top 20 common words from both the PASDF and NASDF.

Common words Number of
occurrences in
negative reviews

Number of
occurrences in
positive reviews

locate 190 67
work 174 43
battery 146 30
update 141 22
emergency 124 78
phone 119 41
good 98 109
use 93 46
notify 88 15
time 79 20
address 75 26
number 75 26
open 74 15
would 73 56
position 65 15
need 64 62
call 60 45
application 59 18
great 58 114
even 58 21

From Table 6, we can notice that common words such as ‘locate’, ‘work’, ‘battery’, ‘update’, ‘emergency’, and ‘phone’ are more
requently mentioned in the negative reviews data frame. Words, such as ‘good’ and ‘great’, are highly used in the positive reviews,
ndicating that a decent number of users are satisfied with the services provided by the mobile emergency applications.

.4. Ontology on emergency communication apps

The ultimate aim of mobile emergency application ontology is to provide knowledge on the factors that are important for each
obile application from the user’s perspective and expand these factors to identify relevant variables of each factor. These factors are

ermed classes, whereas variables are called objects. The classes and objects are considered with the help of other ontologies and the
spect terms extracted from the ATEPC task. The word association tree is created after checking the similarity between the classes
nd objects, as mentioned in Section 3.2.5. The selection of relevant classes and objects from the extracted aspect terms is based
n the various concepts mentioned in the related existing ontologies in the literature. For instance, MIDEP ontology highlights the
bjects that are supposed to be in mobile applications, such as ‘‘Font size’’, ‘‘Position’’, and ‘‘Interface’’. These are also considered to
e objects in our study, which helps in creating a word-tree association. Further, the semantic relations between classes and objects
egarding mobile emergency applications are computed.

The ontology word representation, similarity scores for each relation, and relations between terms are shown in Fig. 12. We have
onsidered nine different classes: app, coordinates, initiative, concept, network, accidents, fire, emergency, and function. In word
epresentation, each class contains one or more objects to expand the class characteristics. Some objects share different classes,
nd some objects act as a class for a small cluster. The relation is called by the ‘subClass of’ notation. For example, in Fig. 12,
Idea’ is an object that is a subclass of ‘Initiative’ and ‘Concept’. That means the term ‘Idea’ can be either used as a ‘Concept’ or
Initiative’. Similarly, the ‘Medical Emergency’ object acts as a class for a small group of objects such as ‘Heart attack’, ‘Serious
llness’, ‘Ambulance’, and ‘First aid’.

Apart from this, we also represented some terms as action–reaction relationships through manual labeling tasks. Typically, an
ction–reaction relationship indicates a mutual causal effect when changed. For example, in Fig. 12, the user experience of reading
13
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Fig. 10. Frequency of empath categories in positive aspect sentiment data frame (PASDF).

Fig. 11. Frequency of empath categories in negative aspect sentiment data frame (NASDF).

text on the application can be altered by font size, where some users prefer a larger font size, and some like a smaller font size.
This implies that the change in font size affects the reading experience for a user. Hence, ‘Font size’ and ‘Read’ objects are related
through an action–reaction relationship. Other relations, such as ’synonymy or similar context are highlighted using different colors
in the word representation shown in Fig. 12.

4.5. Discussions

4.5.1. Key findings
The results illustrated in the above sections helped us achieve the objectives of our study by identifying the aspects impacting user

behavior and motivation to use mobile emergency applications. For instance, the aspect Term Extraction task helped us identify the
14
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Table 7
Top 20 common words along with their respective top 3 empath categories and empath category score from PASDF and NASDF.

Word Empath categories in
NASDF

Empath categories in
PASDF

Word Empath categories in
NASDF

Empath categories in
PASDF

locate device_battery (1.97),
application (1.48),
miscellaneous (1.42)

technology (0.87),
application (0.51),
exposure (0.49)

even device_battery (0.85),
application (0.78),
exposure (0.66)

application (0.38),
exposure (0.37),
technology (0.20)

work application (3.59),
exposure (0.88),
device_battery (0.83)

application (0.79),
technology (0.36),
exposure (0.24)

great application (0.95),
technology (0.66),
exposure (0.39)

technology (4.60),
application (1.30),
exposure (0.80)

battery device_battery (12.80),
application (1.63),
technology (0.95)

device_battery (2.38),
technology (0.57),
coordinates (0.15)

application device_battery (1.67),
exposure (0.70),
miscellaneous (0.69)

device_battery (0.46),
exposure (0.11),
medical_emergency (0.10)

update application (11.59),
device_battery (1.72),
exposure (0.60)

application (1.50),
exposure (0.31),
miscellaneous (0.17)

call device_battery (0.57),
application (0.47),
miscellaneous (0.35)

technology (0.93),
application (0.45),
network (0.42)

emergency application (1.05),
exposure (0.76),
technology (0.68)

technology (1.73),
miscellaneous (0.63),
application (0.51)

need technology (1.71),
application (1.37),
exposure (0.30)

technology (3.23),
exposure (0.53),
application (0.41)

phone device_battery (1.93),
application (0.74),
technology (0.67)

technology (0.55),
device_battery (0.34),
application (0.30)

posit coordinates (2.73),
device_battery (1.49),
technology (0.58)

coordinates (0.46),
technology (0.36),
exposure (0.25)

good device_battery (3.24),
technology (2.08),
exposure (1.20)

technology (2.56),
device_battery (2.55),
exposure (1.32)

would exposure (0.70),
technology (0.54),
device_battery (0.51)

technology (0.74),
exposure (0.60),
application (0.49)

use device_battery (3.04),
application (1.02),
miscellaneous (0.66)

exposure (0.65),
device_battery (0.56),
technology (0.46)

open application (2.31),
exposure (0.49),
technology (0.19)

technology (0.28),
application (0.20),
exposure (0.09)

notify exposure (5.84),
technology (0.46),
device_battery (0.35)

exposure (1.36),
technology (0.44),
fire_emergency (0.11)

number application (0.32),
exposure (0.28),
miscellaneous (0.28)

technology (0.38),
exposure (0.21),
application (0.18)

time device_battery (1.18),
exposure (0.76),
coordinates (0.37)

technology (0.55),
application (0.24),
exposure (0.12)

address network (0.65),
application (0.49),
technology (0.36)

technology (0.87),
application (0.51),
network (0.19)

key factors from the reviews. More specifically, the following can be reported: First, from Fig. 7, we can observe that the corpus of
all review documents has more negative aspect sentiments than positive and neutral. This is in agreement with negativity dominance
and negativity bias in social psychology [53], which posit that users are more tempted to record negative experiences as a way to
manifest their negative emotion or non-satisfaction.

Second, using the sentiment rate 𝑆𝑅𝑎 metric, we can notice that mobile emergency applications are negatively impacting battery
sage, users’ perceptions of location accuracy, and the status of application updates. On a positive note, the applications are found
o perform well in informing about traffic announcements, current events, emergency calls, and security updates. Third, the Aspect
entiment Classification task helped us conduct a joint operation of aspect identification and their associated sentiment polarity. This
pproach is becoming popular in consumer and advertisement research. For instance, Zhang et al. [54] leveraged the Aspect Based
entiment Analysis method to capture consumers’ preferences, sentiments, and willingness to repurchase. In [54], a multi-aspect
tacking model using a weakly supervised BERT model was proposed to enhance accuracy and generalization capabilities. Fourth,
egarding the use of Empath Categorization, which aims to understand the empathic reasoning behind emotions in a text, our study
evealed several findings. The ‘application’ empath category yields the highest score in negative sentiment datasets, followed by the
Device Battery’ and ‘Exposure’ empath categories, with scores of 14.73, 13.50, and 8.49, respectively. This is also supported by the
erm-frequency results exhibited in Table 6. This indicates that users are more concerned by the status of their mobile phone device
nd its good functioning state, which includes appropriate execution of the applications, as exemplified in the three above aspects
application, battery, and exposure). This shows the importance of ensuring mobile phone battery availability and reasonable life
xpectations for the emergency app. This finding is also in line with LG’s research, referred to as ‘‘low battery anxiety’’ [55]. This
alls for the importance of accounting for users’ mobile phone behavior, which includes ‘‘low battery anxiety’’ during the process
f emergency app design. In the positive polarity data frame, the ‘Technology’ empath category yields the highest empath score
f 12.69, which testifies to the user’s readiness to embarrass new technology if found useful. The common words identified from
oth the positive and negative sentiment corpus can provide an overview of the functionalities that a mobile emergency application
hould stress.

Fifth, to comprehend the relationship between these aspect terms, we constructed a word association representation by referring
o some of the existing ontologies and the aspect terms extracted. For example, the negative sentiment towards location and battery
s due to the location 24/7 app the user needs to run continuously in the background, which results in a high increase in power
onsumption. This partly explains the negative polarity regarding these aspects. Similarly, the action–reaction relationship provides
15
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Fig. 12. Word association representation.

insights to understand a user’s behavior from a causal perspective. For example, the font size of the text in the app can affect the
readability of the user; hence, font size and read objects are considered action–reaction pairs. The reader can refer to Fig. 12 to see
more examples of such relationships.

Sixth, mobile emergency applications’ usability has significantly risen since the pandemic. In a review article, Islam et al. [56]
discussed the functionalities of emergency applications specifically designed during COVID-19. The review’s findings emphasize the
necessity of developing new applications and improving those that already exist, taking into account not only the functionalities and
the objectives that have been made public but also the design features that could encourage user engagement and motivation, such
as ease of use, performance, dependability, security, privacy, flexibility, responsiveness, and cultural sensitivity. Similar findings are
highlighted in [57] for the development of E!App, a smartphone application for emergency preparedness and response in Upstate
New York. Previously, Tan et al. [58] identified several usability concerns specific to disaster apps, which include content relevance
based on the app’s purpose and the immediacy of information regarding hazards. Users expect efficient functionality without draining
critical phone resources. Audio interfaces can enhance usability by improving alerting capabilities. From this perspective, we shall
acknowledge that the emergency mobile apps collected in this study lack several of the aforementioned usability features, which
would probably have boosted their popularity and the number of reviews collected.

4.5.2. Theoretical contributions.
Several theoretical contributions can be pointed out in this study. First, as far as our literature is concerned, this is the first

analysis of mobile emergency apps in Nordic countries and Europe, utilizing the content of Google/Apple repositories.
Second, from a methodological approach, our study extends the aspect-based sentiment analysis [20] by providing a user-centric

approach where the user can contribute through the manual annotation tool DPT. This distinguishes it from the fully supervised
approach advocated in the literature on aspect sentiment analysis. This user-centric approach is particularly useful in disciplines
where terminology is case-sensitive, as in the emergency communication field, which requires extensive collaboration among various
stakeholders. Next, we have integrated the LCF-ATEPC framework into the DeBERTa-v3 model, contributing to the highly researched
area of BERT models. For the classification task (sentiment of identified aspect terms), our work extends the initial BERT architecture
proposed by Hoang et al. [33] by integrating the LCF-ATEPC framework and adding an extra layer to perform the classification task.

Third, the developed framework extends our original conceptual model [51] for distinguishing positive and negative reviews in
a way to yields balanced coverage of the user’s opinions.

Fourth, the approach employed for the emergency ontology construction by capitalizing on identified aspect terms and invoking
existing relevant ontologies and term matching using word-embedding similarity to borrow the entity-relationship presents a
novel construction that can be extrapolated to several other disciplines. This significantly differs from the popular protégé-like
construction [59].
16
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4.5.3. Practical implications
This study revealed several aspects with straightforward practical implications. First, in line with EENA’s findings and recom-

endations, the compliance of the examined mobile emergency apps with the pan-European standard is missing to incomplete
nd should be given a high priority in the future development of the field. This is highlighted by examining the language of the
ubmitted reviews, where only a limited number used alternative languages outside the national language and English. However,
he 112-Suomi app fully complied with the pan-European standard as it was one of the partners in the PEMEA project. Besides, it
as found that Denmark does not promote any mobile emergency apps, which makes it an exception in the Nordic and European
mergency app landscape. Although we highly anticipate that changes will occur with the progress in the development of NG112,
hich will likely enforce more coordinated actions.

Second, usability factors, including battery efficiency, layout, and cultural norms, play a key role in sustaining users’ motivation
owards the use of these emergency apps, and their wide adoption by citizens. Third, as a two-sided communication channel, building
utual trust is of paramount importance to ensure citizens’ involvement and confidence in manipulating mobile emergency apps.

Fourth, the framework put forward in this study can be ultimately employed to revise existing emergency apps and motivate the
evelopment of more user-friendly apps, by utilizing existing review reports. The approach can be further extended to capitalize on
otential users’ reviews gathered from alternative sources, e.g., social media platforms.

Fifth, the study revealed that relying on Google/Apple store for feedback gathering is not always sufficient. For instance,
12-Suomi, despite recording close to two million users who downloaded the app, only a few thousand submitted reviews to
oogle/Apple store (with a smaller number is exploitable). Therefore, identifying other means to collect users’ feedback and
ompensate for the lack of statistically significant samples is equally important. This includes online questionnaires and social media
latforms, which convey a substantially high volume of users’ generated content.

.5.4. Limitations
Several limitations are identified throughout this study. First, the total number of exploitable reviews turns out to be insufficient

o yield impactful results. This is due to limited submissions to the Google/Apple store. Besides, as pointed out in social psychology
iterature, the reviews are mainly biased by negativity, where positive reviews or fully satisfied users are less likely to post reviews
n Google/Apple stores. This stresses the need to find alternative sources where balanced discussions can be found.

Second, the reviews’ distribution highlights the dominance of 112-Suomi as compared to other emergency apps in Norway and
weden. This can be partly explained by the fact that 112-Suomi complies with Pan-European standards and, therefore, is available
cross all of Europe in principle. However, the discrepancy in the infrastructure quality and load of national emergency centers
ay also undermine their availability. Besides, Denmark has not supported the mobile emergency app since 2021 and promotes

nstead the AML service (Advanced Mobile Location) already embedded in many smartphones. Therefore, the study does not fully
apture the existing diversity of emergency apps in Nordic countries, but it only provides some contributions to understanding this
andscape.

Third, the data processing pipeline, despite its novelty and use of state-of-the-art methods, still relies on the user’s input to
onduct the initial labeling task, as in web-based DPT annotation in the aspect-sentiment task. Similarly, ontology mapping requires
n initial identification of existing ontologies. Therefore, some subjectivity can be claimed if experts would like to question the
uality of annotation and choice of related ontologies.

. Conclusion

This paper explores the usage of mobile emergency communication in three Nordic countries (Finland, Sweden, and Norway),
y mapping the content of users’ reviews available in Google/Apple store. For this purpose, a three-step strategy has been devised
nd implemented. First, it uses a new BERT-based aspect sentiment approach to identify factors (aspect terms) associated with
mergency apps from the review documents. Second, using the empath-categorization-based approach, it mines the reasons/context
ehind negative and positive user appreciation. Third, it uses existing ontological vocabularies related to mobile applications and
mergency response and management systems to propose a new ontology-based emergency app that best accommodates the context
f users’ reviews. Overall, this provides relevant insights into understanding users’ behavior and motivation regarding the use of
mergency apps for communication during emergencies in Nordic countries. The output of this study can be employed to devise a
omplementary app that comprehends the content of mobile emergency apps and feeds regulators, practitioners, and researchers
ith alarm messages to act accordingly. It also provides a basis for the subsequent enhancement of existing mobile emergency apps.
urthermore, a similar study can be carried out on other social media platforms such as X (former Twitter), Reddit, Threads, etc.
ince the user activity on these social media platforms is high compared to those in the Play Store and App Store, we can intuitively
xtract much more information from the huge pile of historical data.

The limited sample sizesample was the main drawback of this study. Although a relatively large number of users have uploaded
eviews, only a fraction of those are found relevant because of either empty reviews or very short textual descriptions (less than five
okens). This analysis can be further extended in several ways. First, as there is often a gap between online reviews and genuine user
pinion, a questionnaire could be devised to gather users’ answers and opinions on the use of these mobile emergency applications,
hich will then be followed by appropriate statistical analysis to identify relevant arguments that support the widespread of these
pps as well as their potential barriers. Second, the questionnaire-like study can also provide insights to enhance the data reasoning
ipeline employed in this study by revisiting the selection of aspect terms and utilizing some manual input to fine-tune the deep
earning models employed in this study. Third, social media platforms can be leveraged to search for extra user feedback regarding
he use of mobile emergency apps.
17
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